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In the sixties the picture of human reasoning was clear and optimistic. People seemed to think according to statistical rules when solving inductive problems (Peterson & Beach, 1967) and according to logical rules when solving deductive problems (Henle, 1962). The same positive image was accepted among the researchers in the field of causal attribution (Kelley, 1967). People detected covariations across pre-defined logical dimensions and made the right attribution.

In the seventies and eighties, things changed dramatically (Lopes, 1991). People no longer seemed to be so rational or logical (Evans, 1989; Kahneman, Slovic & Tversky, 1982; Nisbett & Ross, 1980). Since the Kahneman & Tversky seminal article (1973) On the psychology of prediction, the biases in human judgments have rapidly proliferated. Jussim (1991), criticizing this trend, has listed more than 15 phenomena of bias of social inference, only partially overlapping with the original 13 biases proposed by Tversky & Kahneman (1974). The idea underlying the biases approach was that they are systematic deviations from logical or statistical normative models. The research on biases portrayed a picture with “bleak implications for human rationality” (Nisbett & Borgida, 1975, p. 935). People seemed to think according to heuristics or rules of thumb (Nisbett & Ross, 1980).

However, the tension between these two views, the “statistical person” and the “heuristic person,” still exists. In the recent years, many researchers, drawing upon Grice’s conversational maxims (Grice, 1975), have addressed another possible determinant of human judgments (see for reviews Hilton, 1995; Schwarz, 1994; 1996). This recent research trend has put the problem in a new perspective. Many of the alleged biases inherent in human judgment turn out to be effects of the insensitivity of the experimenters to the conversational character of the experimental situation.

Other researchers (e.g. Cosmides & Tooby, 1996; Gigerenzer, 1991a; Gigerenzer & Hoffrage, 1995) have shown that when the information is presented
in frequency formats, lay judgments match the predictions of normatively correct probabilistic models. In a similar vein, if certain statistical assumptions, e.g. random sampling, are preserved in the experimental procedures, i.e. people are made to believe that the information was really randomly sampled, lay judgments are good approximations of the Bayesian probabilistic model (Gigerenzer et al., 1988).

Still, the main questions about reasoning are with us. What is at the bottom of reasoning processes: an inferential system based on deductive rules, based on Bayesian type probabilistic rules, or rules of thumb? What is the contribution of the conversational factors to this inferential process? Do they act at the level of representations, i.e. the selection of information, or are they related to a different type of inference rules? How one will answer these questions depends on one’s implicit assumptions.

The aim of this paper is to provide a general framework for evaluation of studies demonstrating biases in human reasoning and, hence, flaws in human rationality. All studies on human reasoning face two main problems: the selection of a normative model for assessment of subjects’ performance and account of the subjects’ interpretations of the reasoning task. In other words, the normative model should be appropriate for the reasoning task at hand and the subjects’ interpretations of the task should match the experimenter’s model of the task interpretation. If any of these problems is not acknowledged, the findings of the studies will suffer from indeterminacy.

This article is organized in three parts. In the first part, the assumptions underlying much of the research on human reasoning are considered. Two main criteria for evaluation of reasoning studies are developed and outlined. The first criterion is conceptual and concerns the selection of inferential normative models against which subjects’ performance is assessed. The second criterion is empirical and concerns the experimental designs used in the reasoning studies. It includes the effects of conversational factors on subjects’ performance in experimental situations. In the second part of the paper, these criteria are applied to studies on two particular tasks from the fields of deductive and inductive reasoning, correspondingly the Wason selection task and tasks related to the base-rate fallacy. In the final part of the article, the implications of the present account for research on reasoning are discussed.

CRITERIA FOR EVALUATION OF STUDIES ON REASONING: TWO WAYS TO SAVE RATIONALITY

Traditionally, reasoning research has been divided into two main areas, deductive and inductive reasoning (e.g. Evans, 1989; Evans et al., 1993). In view of the different normative systems underlying both types of reasoning this division makes perfect sense. However, both fields of research face similar conceptual
and empirical problems. Besides, the normative “distinctiveness” of the two types of reasoning tasks, deductive and inductive, is not directly translatable in their psychological “distinctiveness.” To put it in another way, the existence of different normative systems does not guarantee the plausibility of different psychological systems.

The Normative Models: The Conceptual Problem

Assessing subjects’ performance in reasoning tasks requires the availability of a normative model. A description of an inference as correct or incorrect is always relative to a normative system. As Evans (1989) noticed the use of accuracy measures in memory and perception research is a common practice. However, the process of assessment of human performance in reasoning tasks is not the same as in the latter two fields. Take, for instance, the assessment of intuitive statistical judgments in the areas of descriptive and inferential statistics (e.g., Peterson & Beach, 1967). In the former case, the criterion is accuracy. The process consists of a simple comparison between the subject’s judgment and a real number, say a sample size or mean. Correspondingly, the judgement may be described either as accurate or as inaccurate. In the case of inferential statistics, the subject’s judgment may only be described as more or less optimal. This description is determined by the degree to which the judgment corresponds to the inference prescribed by a statistical model.

An error of inference is a deviation from a prediction derived from a certain normative system. Correspondingly, a bias is defined as a systematic deviation from a certain normative system. A bias is demonstrated when an error is consistently repeated in normatively similar tasks. In these definitions, a normative model is presupposed and the subject’s performance is assessed against it. To draw an implication for human rationality on this basis, one first needs an epistemic justification of the normative model used.

However, the implicit assumption in most of the reasoning studies (e.g., Nisbett & Ross, 1980) is that there is only one correct and uncontroversial normative model against which to assess subjects’ judgments. But in the area of statistics we have, at least, three competing systems: Fisher’s null hypothesis testing, Neyman & Pearson’s testing of a priori specified alternative hypotheses, and the Bayesian statistics (Gigerenzer & Murray, 1987). The first two are related to a frequentist interpretation of probability whereas the third is related to a subjectivist interpretation. The former treats the probability of an event as its long run frequency or the proportion of the time it occurs in a long sequence of trials. The latter treats the probability of an event as the subjective degrees of belief that the event will occur or have occurred. The debate between these two interpretations of probability is the most heated, but they are not the only ones. There are at least three other interpretations (Cohen, 1982). In the system
of deductive logic, though much more developed than inductive logic, one can also find different logical subsystems, e.g., modal logic, or even many valued logics which accept more than two truth values (Rossere & Turquette, 1952). The upshot is that one performance interpreted in different normative frames of reference would bear different implications for human rationality.

Besides their multiplicity, the normative systems should be intelligible to their lay “users.” L. Cohen (1981) has argued that all normative systems are ultimately based on lay intuitions. He has drawn an analogy with Chomsky’s distinction between competence and performance. The reasoning intuitions are similar to the intuitions of grammatical well-formedness. Therefore, in the final account, the normative systems for evaluation of human reasoning are constrained by what is intuitively acceptable to lay adults. Formal deductive systems depend on lay interpretations of such logical particles as “if,” “and,” “or,” “some,” etc. The different interpretations of probability satisfy the formal axioms of classical calculus but have different semantics. To reveal which conceptions of probability are operative in a given case, one has to be sure which judgments of probability are intuitively acceptable. On this basis, Cohen has classified all reasoning studies demonstrating irrational judgments into four categories: studies of cognitive illusions, tests of intelligence or education, misapplications of appropriate normative theory, and applications of inappropriate normative theory. In the former two cases, though human judgments have been shown to be incorrect, the studies hardly reveal much about human rational competence. In the latter two cases, human judgments are misleadingly interpreted as incorrect or the fallacy is attributed to the experimenter. Even if one is unwilling to accept Cohen’s argument for the dependency of the normative systems on lay adult judgments, one must be concerned with the issue of their interpretation.

Other researchers in the area of personality judgments and social perception (Funder, 1987, 1993, 1995; Jussim, 1991; see also Fiske, 1992, 1993) have pointed out that human judgments are accurate or good-enough in the real world. Funder (1987) has compellingly argued that researchers in the “error-bias” tradition fundamentally confuse “error” and “mistake.” An “error” is a deviation from a model, the experimenter’s standard, whereas a “mistake” is an incorrect judgment in the real world. He makes an illuminating analogy with visual perception research. Perceptual illusions have been a topic of interest in this tradition for years, but they have not been viewed as mistakes of the perceptual system. They have illustrated only its adaptive workings. In three-dimensional space, as opposed to the presentation of artificial stimuli in two dimensional space, the illusions are the right answers (for the role of wider social context in experimental situations see Orne, 1962). The upshot is that there are different criteria for “errors,” produced in a laboratory situation, and “mistakes,” produced in real life. Therefore, the generalization from the former to the latter is unjustified.

Although the normative models are attractive for modeling human performance (Gigerenzer, 1991b), it is questionable how realistic their computational
demands for the human cognitive system are (Cherniak, 1986; Oaksford & Chater, 1991; Simon, 1957). Anderson (1990) has recently developed the notion of rational analysis. He makes a distinction between normative and adaptive rationality. A behavior is rational if it is adaptive to its environment. Applied to reasoning studies, this means that the optimality of human judgments is relative to an adaptive criterion. The important thing to begin with is the structure of the environment. The mathematical model should match this structure (see also Einhorn & Hogarth, 1981; Gigerenzer, 199a; Gigerenzer et al., 1991; Simon, 1957). A second important consideration is the constraints on the human cognitive system, e.g. the limited capacity of working memory. The emphasis is on the construction of models that fit the data of human performance. In other words, a priority is given to human performance.

To summarize, we have three arguments against the “error-bias” approach to human inference: epistemic, consisting of multiplicity of normative models and dependency of their interpretation on lay adult judgments; ecological, emphasizing the different criteria for correctness of a certain judgment in the real world and the laboratory; and evolutionary or adaptive, assuming the adaptive rationality of people given the constraints on the environment and the cognitive system. The arguments are overlapping and based on the questioning of the normative models used in reasoning studies. The implication is that we need a rational justification of the normative models against which human rationality is checked. This is our first criterion for evaluation of reasoning studies.

Criterion 1: Given that any bias is a deviation from a normative system, it is always possible either to find an alternative normative system relative to which the alleged bias is an optimal strategy of inference or to find violation in the application of the normative model used in the study. Therefore, any theory of reasoning should provide a justification of its choice and application of a normative theory. This justification process includes, at least, two components:

1.1 A priori conceptual justification of the appropriateness of the normative model for the specific task.
1.2 A demonstration that the bias is also a deviation from a reasonable range of alternative normative theories mapping the task domain.

This criterion should be considered as consisting of two interrelated parts: evaluation of reasoning studies and development of normative models for evaluation of human judgments. The evaluation part answers the questions: Is there a conceivable alternative system accounting for the results? and Are the assumptions underlying the normative model valid in the concrete situation? Whereas the former is rather a conceptual question the latter could be tested empirically (e.g. Gigerenzer et al., 1988). This is the stringent part of the criterion. Its second part concerns the development and justification of normative models. The model should meet certain assumptions, e.g. its structure should correspond to the structure of the environment, more specifically the task environment including its social aspects. For instance, one of the alleged biases in human reasoning is that lay judgments are
insufficiently regressive (Kahneman & Tversky, 1973; Nisbett & Ross, 1980), i.e. people tend to give extreme predictions for future events. However, this would be a bias in a stable environment. If the underlying process is changing, the regressive predictions are suboptimal and the extreme predictions are closer to optimal (Einhorn & Hogarth, 1981). The model also should take into account the constraints on the human cognitive system. In the present paper, we are concerned only with the evaluation part of the criterion.

The criterion is stringent but not impossible to meet. First, the accepted normative systems, though multiple, are finite. Second, the fit of the data to an alternative normative model does not guarantee in itself that this is the correct model of human inference, but it generates new research questions. The criterion also fits what Cohen (1982) calls “the norm extraction method” as opposed to “the preconceived norm method.” In the former, the investigator is trying to discover what conceptions of probability people endorse in solving a particular problem, whereas in the latter she imputes a predetermined theory to them. Similarly, in the rational analysis (Anderson, 1990) the priority is given to the observed human performance (see also Gigerenzer, 1991a).

The Conversational Factors: The Empirical Problem

A normative model of human reasoning should match the rational competence of lay adults. Besides the distinction between competence and performance which is related to the epistemic problems of selection of normative models, there is another important distinction between representation and process. The latter is related to the use of information in the experimental situation. What may happen during a reasoning experiment is that the subjects may form representations based on the information provided in the experiment different from the experimenter’s representations. These subjects’ representations are used in the subsequent judgment. In other words, the inferential process itself may be rational and with accordance to the assumed normative model. The trouble is not at the level of computation, but at the level of selecting of information for the computation. This is precisely the kind of logic M. Henle (1962) used in her explanation of the findings of fallacies in deductive reasoning.

The implication is that the research should focus on factors contributing to the differential selection of information. The latter process is related to the communication between the experimenter and the subject. Grice (1975) has convincingly argued that everyday conversation is guided by the cooperative principle. Conversation is viewed as a rational activity in which the speaker and the listener follow conversational maxims. These are the maxims of manner, of relation, of quality, and quantity. In short, both participants try to be clear, relevant, truthful, and informative. The violations of the maxims are interpreted as implicatures of the conversation. In this sense, the cooperative principle and
the maxims provide a frame of reference for interpretation of the ongoing utterances. The Gricean perspective provides us with an inferential theory of communication (Sperber & Wilson, 1995).

Though the experimental situation is much more constrained than everyday conversation, there is no reason to assume that the conversational maxims are not operative (Clark & Schober, 1991; Hilton & Slugoski, 1986; Schober & Conrad, under review; Schwarz, Strack & Mai, 1991; Strack & Schwarz, 1992; Strack, Martin & Schwarz, 1988; Strack, Schwarz & Wanke, 1991). Indeed, on closer inspection many of the biases in human reasoning turn out to reflect violations of the maxims that govern everyday conversation on the side of the experimenter (Adler, 1984; Hilton, 1990, 1995; Schwarz, 1994, 1996). However, the conversational character of the experimental situations has been largely ignored in the studies on human judgment.

One example will suffice. In a typical experiment demonstrating children’s lack of mastery of the concept of number conservation (Piaget, 1952; Piaget & Inhelder, 1969), children are shown two rows with an equal number of objects. They are asked whether the rows have the same number of objects. They answer correctly “yes.” Then the experimenter rearranges the objects in one of the rows, extending its length, and asks the children the same question. They answer wrongly “no.” In an unusual replication (McGarrigle & Donaldson, 1974) instead of an experimenter rearranging the objects of one of the rows, a “naughty teddy bear” appears and tries to “spoil the game.” The children answer correctly “yes” to the second question in the “bear” condition. This experiment shows that when the intentionality assumption which underlies the conversational maxims is precluded, the judgments are much closer to the presumed normative standard (see below Schwartz et al., 1991 for the effect of a similar manipulation on the base rate fallacy). The act of rearranging the objects in the “bear” condition is rendered irrelevant to the normative question. However, in the normal condition, the “intentional” experimenter, the act is perceived as relevant. It should be, otherwise why would the same question be asked?

In sum, in any experimental situation the maxims of everyday conversation are operative. As a result, information, which is considered as irrelevant to the normative judgment at hand by the experimenter, is perceived as relevant by the subject. The effect is that the relevant “irrelevant” information changes the form of the premises and correspondingly the subsequent judgment. This gives our second criterion for evaluation of reasoning studies.

Criterion 2: Given that any bias is produced in a certain experimental situation, it is possible to find an alternative explanation according to which the alleged bias is a result of the cooperative, in the sense of Grice (1975), behavior of the subjects. Therefore, any study on reasoning must acknowledge the role of the conversational factors by providing the following:

1. A model of the comprehension processes involved in the reasoning task or a set of explicit assumptions.
2. An experimental analysis of the subjects’ interpretation of the task.
Notice that this criterion does not state that it is *always* possible to find an alternative explanation. The problem, however, is empirical and should not be ignored. Stated differently, the criterion postulates that there are two normative systems or two types of constraints operating in the experimental situation. These two models are related to what might be called conversational relevance and normative relevance of the information provided in the study. By analogy with the first criterion, the separation between normatively relevant, whether logically or statistically, and normatively irrelevant information is relative to a certain interpretation in the same way as a bias is relative to a certain normative system.

This logic may be illustrated with the so called dilution effect (Nisbett & Ross, 1980; Nisbett et al., 1981; Zukier, 1982). The dilution effect, one of the many alleged biases, is the influence of nondiagnostic information on lay judgments. For instance, in Nisbett et al. (1981, Exp. 4 & 5) subjects rated the likelihood that a target person was a “known child abuser.” They were presented with diagnostic information about the target, e.g. “He is aroused by sadomasochistic sexual fantasies,” and nondiagnostic information, e.g. “He manages a hardware store” (the diagnocity of the information was determined in a pretest questionnaire). The important finding was that the presence of nondiagnostic information influenced the subjects’ judgments, i.e. “diluted” the initial extreme predictions based on diagnostic information. Moreover, increasing the pieces of nondiagnostic information increased the effect. These findings are interpreted as indicating a bias, specifically, as a result of the representativeness heuristic (see below). Compare this interpretation with the communicative principle of relevance of relevance theory. “Every act of ostensive communication communicates a presumption of its own optimal relevance” (Sperber & Wilson, 1995, p. 158). As Sperber, Cara & Girotto point out “whether or not the presumption of relevance is warranted, whether or not it is accepted, the very fact that it accompanies an utterance helps determine the utterance’s intended interpretation.” (1995, p. 50). In other words, the mere inclusion of the normatively inappropriate information makes it conversationally relevant (see also Tetlock et al., 1996). As Schwarz puts it “if the experimenter presents it, I should use it” (1994, p. 128). 8

APPLICATION OF THE CRITERIA: TWO CASE STUDIES

Two particular phenomena were selected for an illustration of the present argument, the failure to use modus tollens in the Wason selection task and the underutilization of prior probabilities in inductive reasoning tasks. Both phenomena have a long history of investigation. Both have produced a large body of research and still are at the focus of research attention. Both reveal heavy fallacies of human judgments: in the case of the Wason selection task for
an inferential deductive system and in the case of prior probabilities for an inferential inductive system.

Deductive Reasoning: The Case of the Wason Selection Task

In a typical Wason selection task (Wason, 1968), subjects are presented with four cards. Two of the cards have letters on their front side and two have numbers. The subjects are told that the cards with letters have numbers on their back side and, correspondingly that the cards with numbers have letters. They are presented with a rule of the type “if $p$, then $q$,” say, if there is a vowel on one side ($p$), there is an even number on the other side ($q$). An example of the four cards is $A$ ($p$), $K$ (not-$p$), 4 ($q$), 7 (not-$q$). The task of the subjects is to select only those cards which need to be turned over in order to determine the truth or falsity of the rule. The normatively correct solution is to select the cards $p$ and not-$q$. Both cards could falsify the rule. On the other hand, the cards not-$p$ and $q$ do not contribute anything to the solution. The not-$p$ card does not provide any information relevant to the rule. The $q$-card could only confirm the rule but not falsify it. For example, if on its other side there is not-$p$, it will not show anything specific about the rule, “if $p$, then $q$.” In terms of deductive logic the solution requires the application of modus tollens: “if $p$, then $q$,” “not-$q$, therefore not-$p$.”

However the subjects’ performance is far from this normative ideal (Johnson-Laird & Wason, 1970; Wason & Johnson-Laird, 1972). Subjects consistently select the $p$ and $q$ cards most often. The second preferred choice is only the $p$ card, the third is the $p$, $q$, and not-$q$ cards, and the least preferred choice is the normative correct one, the $p$ and not-$q$ cards. The finding is robust across a variety of tasks using abstract materials (Evans, 1989; Evans, Newstead & Byrne, 1993; Johnson-Laird & Byrne, 1991).

Initially, the Wason selection task (Wason & Johnson-Laird, 1972) was designed as a task tapping the process of hypotheses testing. From this point of view, the subjects’ performance is interpreted as a confirmation bias. Subjects look for instances confirming the hypothesis, i.e. the rule, but avoid instances falsifying it (but see Fischhoff & Beyth-Marom, 1983 and Klayman & Ha, 1987 for an alternative interpretation of the confirmation bias). However, it turned out that in certain versions of the task the subjects’ choices match the normative choices. The first factor eliciting correct performance was the use of negation rule of the type, “if $p$, then not $q$”, e.g. “if there is an A on one side of the card, then there is not a 3 on the other side of the card” (Evans, 1972; Evans, 1989; Evans & Lynch, 1973). In this version of the task, the subjects predominantly select the logically correct $p$ and $q$ cards, i.e. the A and 3 cards in the example. Evans explained these findings as reflecting a matching bias. Subjects select only those cards which are explicitly mentioned in the rule. In this sense, their correct
performance is incidentally due to the form of the rule, not to a correct inferential use of modus tollens.

The second factor eliciting correct responses is related to the logical nature of the task. Johnson-Laird, Legrenzi & Legrenzi (1972) demonstrated this in a task with four envelopes. The rule was “If a letter is sealed, then it has a 5d stamp on it” and the subjects’ task was to select those envelopes which need to be turned over to decide whether the rule is violated. The initial interpretation was that these results were due to the familiarity of the task content (Wason & Johnson-Laird, 1972) and after unsuccessful replications the familiarity of the experience depicted in the task (Griggs & Cox, 1982), but later studies (e.g. Manktelow & Over, 1991) demonstrated that the improvement in subjects’ performance has to do with the logical nature of the task not with its content. What matters is not the familiarity of the material, the content of the rule, but its interpretation as a social contract rule. In other words, rules with unfamiliar content, e.g. “If a man eats cassava root, then he must have a tattoo on his face” (Cosmides, 1989), interpreted as social contract rules elicit “correct” responses. The tasks which elicit a correct performance, independent of the familiarity of their content, are deontic tasks. They state not what people are doing but what they should be doing. In such tasks the subjects look for evidence of violation of the rule (Cheng & Holyoak, 1985) or cheating (Cosmides, 1989; Gigerenzer & Hug, 1992), not of its truth.

Generally, the results of the Wason task studies throw serious doubts on the rationality of the human inferential system. In the two cases in which the performance has been optimal, their reasons have been incidental, a matching bias and a different logical task.

**Criterion 1: The Normative Model.** Imagine a more “real life situation” of card selection: subjects are presented with, say, 52 cards instead of four cards. They have to check the same type of rule “if p, then q.” However, the cards with q on the front side are few, say 5, whereas the card with not-q are many, say 30. If we follow the normative logic how many cards do we have to turn over to check the rule? This logic is similar to Hempel’s raven paradox (Hempel, 1965; see also Nickerson, 1996): if one tests the hypothesis “if it is a raven, then it is black,” a much better strategy is to inspect ravens and check whether they are black rather than to inspect non-black things and check whether they are ravens or not. This line of reasoning may be called the rarity assumption, i.e. properties that are in causal relations in the environment are rare. Another way of framing the assumption is to say that the number of positively defined classes is smaller than their negative counterparts (e.g. Evans & Over, 1996; Nickerson, 1996; see also Kirby, 1994 for the effects of increasing the size of the p-set relative to the not-p set on the not-q card selection). This assumption is at the core of the rational analysis of the Wason task made by Oaksford & Chater (1984).
Remember that the selection task was introduced as a laboratory version of hypothesis testing. The normative logic of the selection/hypothesis testing task derives from Popper's falsificationist philosophy of science (Popper, 1959, 1979). According to Popper, the task of the scientists is to construct experiments which could falsify the theory. Hence, the correct choice in the selection task always contains the non-q card. This is the only card, except the p-card, which could falsify the rule, i.e. the hypothesis. However, besides the problems of the Popperian model to account for scientific practice (e.g. Kuhn, 1970; Lakatos, 1978), there is an alternative model of hypothesis testing based on a Bayesian probabilistic model of confirmation (Horwich, 1982). This approach provides a justification of the intuitions that the choice of a certain experiment is better than another if the experiment has a greater informational value for a decision between alternative hypotheses. In other words, the task is to construct such experiments that decide which hypothesis is more corroborated.

Oaksford & Chater (1994) have adopted this alternative approach of inductive hypothesis testing. They have reviewed and reassessed the studies on the selection task against a Bayesian normative model of optimal data selection. The key assumption of their model is the rarity assumption (see also Oaksford & Chater, 1996) which was mentioned above. On the basis of the latter and the Bayesian model of data selection, Oaksford & Chater have modeled the performance data from the Wason task. The alternative hypotheses in the Wason task are that the dependency “if p, then q” holds and that p and q are independent. In Oaksford & Chater’s model, the subjects compute the expected gain information, which is the difference between the uncertainty before the card selection and the uncertainty after it about the validity of the dependency hypothesis, of the selections of the cards they made. In view of the rarity assumption, stated in terms of the model the subjects assume that the probabilities of p and q are low, the order of expected information gain (Ig) from the cards is as follows: Ig (p) > Ig (q) > Ig (not-q) > Ig (not-p). Indeed, this order reflects the order of the preferred choices of the subjects. Oaksford & Chater have reanalyzed 34 studies reporting an affirmative abstract version of the task. In all cases the model nicely fits the data. In cases where the rarity assumption is not preserved, the order of the cards in terms of expected information gain changes, e.g. when the probability of p is large the informativeness of the not-q card increases compared to the informativeness of the q-card. In such cases, the subjects’ cards selections reflect this changed order.

With minor changes, the model also accounts for the performance in studies using a negation rule paradigm and deontic task studies. For instance, the performance in deontic task studies is related to rule use, not to rule testing. Correspondingly, the computations are in terms of expected utilities based on the different perspectives, e.g. enforcer of the rule or actor, in the deontic selection task (see Gigerenzer & Hug, 1992; Manktelow & Over, 1991). On the one hand, we have one parsimonious model accounting for all versions of the task. On the other hand, this model tells a different story about human rationality.
**Criterion 2: The Conversational Factors.** Consider in what way the Wason task is a deductive task. Strictly speaking, to be an unambiguous deductive task, subjects should be presented with the rule “if p, then q” as a major premise and each of the cards as minor premises, constituting four types of syllogisms. For example, they may be presented with a rule “if there is a vowel on one side (p), there is an even number on the other side (q)” and a card showing an odd number on its front side (not-q) and then asked “what should be on the other side of the card?” As Sperber, Cara & Girotto (1995) have pointed out the Wason task is deductive only by its optimal logical solution, but not by its instruction. If this is the case, then what is crucial is the subjects’ interpretation of the task.

Sperber, Cara & Girotto (1995) have recently reanalyzed the Wason selection task in terms of relevance theory (Sperber & Wilson, 1995). At the core of the latter is the communicative principle of relevance: every utterance conveys a presumption of its own relevance. Sperber and Wilson (1995) define the relevance of a piece of information to an individual as guided by two factors, the cognitive contextual effects of the information and the processing effort required for it. Sperber, Cara & Girotto (1995) have argued that the selection task is simply a task of selection, not of hypothesis testing, guided by considerations for relevance.

In the Wason task, the subjects are presented with a general conditional rule $$(\forall x, P_x \rightarrow Q_x)$$, i.e. for any item x, if x has the feature P, x has the feature Q. This form of the rule is not directly testable. In order to test the rule, the subjects have to derive testable consequences from it. Unlike Evans’ heuristics approach (1984, 1989), Sperber et al. (1995) have argued that subjects’ understanding of the task is driven by inferential comprehension processes. There are three interesting cases of interpretation of the rule which derive from ordinary communication. The first is a biconditional interpretation, in which the rule is interpreted as implying its converse $$(\forall x, Q_x \rightarrow P_x)$$, e.g. a card with an even number (q) on one of its sides must have a vowel (p) on its other side. The second case is an interpretation of the rule as existential quantified conjunction $$(\exists x, P_x \& Q_x)$$, i.e. there are items x that have the feature P and the feature Q, e.g. there are cards which have vowels on their one side and even numbers on their other side. These two interpretations are logically incorrect and lead to a predominant selection of the p and q cards, but they are admissable in ordinary discourse. For instance, a general conditional rule that does not imply specific instances will be irrelevant in everyday conversation. The third and logically correct case is an interpretation of the rule either as entailing (not $$\exists x, P_x \& \text{not-}Q_x$$), there are no items of x that have the feature P and the feature not-Q, e.g. there are no cards which have vowels on their one side and odd numbers on their other side, or as contradicting $$(\exists x, P_x \& \text{not-}Q_x)$$, there are items of x that have the feature P and the feature not-Q, e.g. there are cards which have vowels on their one side and odd numbers on their other side. As Sperber, Cara & Girotto (1995) have pointed out these two interpretations are not representationally identical though they are logically equivalent. In the third case, the
interpretation of the rule will lead to the “correct” choices of p and not-q cards. Hence, to elicit correct responses of the Wason task one should make the subjects interpret the rule as a denial of occurrence of p-and-not-q cases. In normal circumstances, this interpretation would be the least accessible, because it contains two negations. However, making it readily accessible is not impossible if one varies the expected cognitive effects and the processing effort of the task information.

In abstract versions of the Wason task, the expected cognitive effects are almost completely lacking. In such cases, the subjects’ comprehension is driven by considerations for least processing effort. In thematic versions of the task, however, the expectations for relevance may be increased either by introducing a specific perspective which the subjects are instructed to adopt, e.g. in deontic versions of the task, or by making the rule uttered by some of the characters in the story preceding the rule.

This is the Sperber, Cara & Girotto (1995) recipe for constructing an easy selection task: on the effort side of the task, select a pair of simple features p and q (e.g. p is “being of working age,” q is “has a job,” Exp. 3, relevance condition) such that the complex feature p-and-not-q (e.g. unemployed) is easier to represent, or could be made, than the complex feature p-and-q; on the effort side, create a context where knowing whether there are p-and-(not-q) cases would have greater cognitive effects than knowing whether there are p-and-q cases (e.g. the presence of unemployed young people in the context of a claim that there is no unemployment in a particular country); present the rule “if p, then q” in a pragmatically felicitous manner (e.g. the rule “if a person is of working age then this person has a job” is uttered by a reigning Prince who claimed that there is no unemployment and social problems in his country, notice that the rule is uttered as a factual statement). Varying the cognitive effects and the processing effort of the content of the tasks they used, Sperber, Cara & Girotto (1995) have demonstrated in four experiments that the subjects’ performance is guided by considerations for relevance.

In the light of the “easy” descriptive selection task, the distinction between abstract descriptive versions and easy deontic versions becomes problematic (see also Johnson-Laird & Byrne, 1992; Kirby, 1994). The relevance account also explains the performance in deontic versions of the task and in tasks using a negative consequent rule, “if p, then not-q.” Unlike in the standard version of the task with a rule “if p, then q,” the most easily inferable interpretation of “if p, then not-q” is that it contradicts the occurrence of p-and-q cases. More formally, the general conditional statement (\(\forall x, Px \rightarrow \neg Qx\)) contradicts the assumption (\(\exists x, Px \& Qx\)). Correspondingly, in that case, people predominantly choose the “correct” p and q cards. In deontic versions of the task, the most accessible interpretation is that the rule forbids the occurrence of p-and-not-q cases, i.e. its violations. In both cases, the use of a negative consequent rule and deontic tasks, the crucial condition for logically correct performance, that is
interpretation of the rule as a denial of the occurrence of p-and-not-q cases, is readily available.

In a similar vein, Liberman & Klar (1996) have demonstrated that a cheating version and perspective change in deontic versions of the task are neither sufficient nor necessary to elicit “correct” performance. What is important is the subjects’ understanding of the task. They have showed that when the deontic tasks in the experiments of Gigerenzer & Hug (1992) and Cosmides (1989) were not confounded with a deterministic interpretation of the rule and a perspective suggesting a falsification strategy as opposed to a confirmation strategy, the subjects’ performance was similar to the performances in descriptive versions of the task, i.e. people predominantly chose the p and q cards. Liberman & Klar (1996) have argued that the crucial factors eliciting logically correct performance are a deterministic interpretation of the rule, a context implying that p-and-not-q cases are relevant violating instances, and adoption of looking for violation strategy. The content of the task critically affects reasoning performance, but this is not domain specific content. As in the case of Oaksford and Chater’s (1994) analysis, the relevance account, and more generally the interpretation of the task account, provides a general explanation of all versions of the task.

To summarize, the Wason selection task has been intensively studied over the last thirty years. The reason is that it throws a serious doubt on human rationality. However, these “negative” implications for human inferential capabilities have been based on a particular normative model and ignorance of the conversational factors operating in the experimental situation. Changing the normative model against which the subjects’ performance is assessed and taking into account the relevance considerations put the question of human rationality in a more favorable light.

Inductive Reasoning: The Case of the Base-rate Fallacy

The phenomenon of underutilization of prior probabilities, or base-rate fallacy, was introduced by Kahneman & Tversky (1973). Consider one of their original problems: subjects are presented with information about a sample of engineers and lawyers. Specifically, they have information about prior probabilities, seventy persons are lawyers and thirty are engineers (0.7 Vs 0.3 respectively), and individual descriptions of five randomly chosen stimulus persons. For each description, they have to indicate the probability of the described person being an engineer. The subjects in this task consistently underutilize the prior probabilities and base their judgments on the individual information. A normatively correct judgment in a Bayesian probabilistic framework should be influenced by the prior probabilities of the event.

Kahneman & Tversky (1972, 1973; Kahneman, Slovic & Tversky, 1982) have interpreted these results as reflecting the use of a representativeness heuristic.
This is a judgment of the similarity of a target event to its parent population. In the above example, the subjects’ judgments are guided by their respective stereotypes of engineers and lawyers and not by normative considerations. The more similar the description to the stereotype held, the higher the probability of the target being a member of the respective stereotyped group. Nisbett & Ross (1980) have taken this lead and have argued that lay people's judgments and explanations are guided by a priori theories, often having nothing to do either with reality or with the cognitive processes which produce these judgments (e.g. Nisbett & Wilson, 1977).

Peterson & Beach (1967) claimed that the Bayesian model provides a good first approximation of human judgment. However, the findings of Kahneman & Tversky have suggested that “man is apparently not a conservative Bayesian: he is not Bayesian at all” to use their phrase (Kahneman & Tversky, 1972, p. 450). However, later studies have demonstrated that the subjects take into account the base rates when they are causally relevant as opposed to incidentally relevant (Ajzen, 1977; Tversky & Kahneman, 1982). For instance, when the base rates are presented in the following way “a final exam was given in a course at Yale University. About 75% of the students failed the exam” and the task is to judge the probability of success of a target person, the prior probabilities affect the subject’s judgment in the normatively appropriate way. Still, these findings do not do full justice to the rationality of lay inductive judgments (see for the “covered” effects of sex base rates on gender related judgments Biernat & Manis, 1994; Biernat et al., 1991).

Criterion 1: The Normative Model. L. Cohen (1979) has argued that the Kahneman & Tversky claims are based on the assumption that there is only one legitimate normative model of reasoning about uncertain events. He has opposed the Pascalian notion of probability, which is at the core of the Bayesian model, to a Baconian type of probability. The main difference is that the former grades the probabilities “on the assumption that all relevant facts are specified in the evidence,” whereas the latter grade them “by the extent to which all relevant facts are specified in the evidence” (Cohen, 1979, p.389). In view of this Baconian perspective, Cohen has reinterpreted some of the Kahneman & Tversky results. For instance, in the case of the engineer/lawyer problem the idea is that the subjects assume some causal connection between the target person's profession and his interests, abilities and whatever happens to be in his personal description. Given this hypothesis, the individual information is inductively more relevant to the judgment than the base rate information. This interpretation is also consistent with the findings for the effects of causal base rates. In both cases, the judgment is guided by causal hypotheses, but the Baconian concept of probability provides a broader framework. Cohen’s conclusion is that people are Baconian in their reasoning and therefore their inductive judgments are rational. Indeed, one does not have to refer to Baconian probability but simply to specification of the
normatively relevant base rate. If the latter is not specified, subjects may assume the principle of indifference and ignore the base rates (see Gigerenzer & Murray, 1987).

Another exploited problem in the studies demonstrating the neglect of base rates is the so-called cab problem (Barr-Hillel, 1980; Tversky & Kahneman, 1982). Subjects were presented with the following information: a cab was involved in a hit-and-run accident at night, 85% of the cabs in the city are green and 15% are blue, a witness identified the cab as blue and he makes correct identification 80% of the time. The question is: what is the probability that the cab involved in the accident was blue rather than green? The “correct” Bayesian solution is .43. However, the subjects’ modal answer is .80, ignoring the base rates according to the original investigators (Barr-Hillel, 1980; Tversky & Kahneman, 1982). Laying aside the normative relevance of the base rate provided in the study (see below), this problem may have more than one normative solution. Birnbaum (1983), using signal detection theory, which derives from the Neyman & Pearson model of hypothesis testing, demonstrated three such solutions. The main difference is that in the original Bayesian solution it is assumed that the ratio of hit rate, the witness reports blue given the cab is blue, to false alarm, the witness reports blue given the cab is green, is independent of the proportion of each cab color, i.e. the base rate, whereas in signal detection theory this assumption is not valid. As a result, the solution is dependent on an accepted decision criterion. In other words, the final solution depends on a theory of judgments. Interestingly for one of the three theories Birnbaum used, the optimal observer theory where the goal is maximization of the probability of correct identifications, the correct answer is .82.

The use of Bayes rule is only legitimate in conditions of random sampling, i.e. to perform a Bayesian calculation one must be sure that the sample was randomly drawn from the respective population. It is true that in Kahneman & Tversky’s engineer/lawyer study, the subjects were told that the sample of the descriptions was randomly drawn, but did they believe that it was really random, given that the descriptions were preselected for the experiment? Gigerenzer, Hell & Blank (1988, Exp. 1) had their subjects observe and participate in a random sampling procedure. The subjects were shown 10 sheets of paper corresponding to the descriptions of either seven engineers and three lawyers or of three engineers and seven lawyers, depending on the base rate condition. The sheets were put in an empty urn and then the subjects drew one of the descriptions. In these conditions, the use of base rates was significantly enhanced. Indeed, the performance was more similar to the optimal Bayesian solution than to the base rate neglect hypothesis.

Base rate information is always relative to a specific population. However, as Einhorn & Hogarth (1981) have pointed out there is no general agreed upon procedure for specifying the normatively appropriate population (see also note 12). In the cab problem, for instance, the subjects were told that 85% of the
cabs in the city are green and 15% are blue. In a causal base rate condition, in which the subjects used the base rate information, the subjects were told that 85% of the incidents in the city involve green cabs and 15% involve blue cabs (Tversky & Kahneman, 1982). The latter base rate information seems more appropriate, but the “correct” answer to the two problems is the same! Even the causal base rate information requires additional assumptions such as that it approximates the base rate specifying the percent of reckless drivers from the green and blue companies leaving the place of an incident (see Gigerenzer & Murray, 1987, pp. 157–162).

Similarly, in medical problems (e.g. Casscells et al., 1978) people are presented with information about the base rate of a disease in a population and the percentage of times a test for the disease is positive and valid. In these problems people hardly use the base rate information. But should the subject use the base rate provided for the general population? The main conceptual problem is how to relate a single probability for a particular person to a frequentist probability. In this case, one must be sure that the appropriate base rate is specified. Is it the base rate of the whole population, of the same age group of the person, or of the same blood group? Indeed, when the information is presented in frequency formats (Gigerenzer & Hoffrage, 1995), i.e. people decide not for a single person but for, say, how many persons from 100 will be affected by the disease when positively tested, the observed performance may be enhanced from 76% to 92% correct Bayesian answers (e.g. Cosmides & Tooby, 1996). Compare this result with 2% “correct” answers in the original problems (Casscells et al., 1978).

Besides, Christensen-Szalanski & Beach (1982) have demonstrated that when people experience the relation between the base rate and the diagnostic information, they use the base rate information in an appropriate fashion (see also Manis et al., 1980). Their subjects observed 100 slides indicating whether a person had a certain disease and his positive or negative results from a test for the disease. Indeed, Gigerenzer et al. (1988, Exp. 2) demonstrated that in highly familiar task environments the subjects’ performance is almost indistinguishable from a Bayesian performance. They used soccer problems (the experiment was done in Germany) in which the base rate information was the previous proportion of wins and the new information was the half-time result of a match.

Criterion 2: The Conversational Factors. Consider again the original engineer/lawyer task, its instruction begins as follows: “A panel of psychologists have interviewed and administered personality tests to 30 engineers and 70 lawyers, all successful in their respective fields. On the basis of this information, thumbnail descriptions of the 30 engineers and 70 lawyers have been written . . .” In a replication of the original study, Schwarz, Strack, Hilton & Naderer (1991, Exp. 1) replaced “on the basis of this information, thumbnail descriptions of the 30 engineers and 70 lawyers have been written” with information that “a computer drew a random sample of descriptive sentences bearing on the target person.” The
probability estimate of the subjects that the target is an engineer dropped significantly from .76 to .40 (prior probability .30). As we noted above, the assumption of intentionality underlies the maxims of conversations. When this assumption is undermined the maxims are no longer operative. In the original study, subjects were led to believe that the individual information was provided by experts. Correspondingly, its relevance was perceived as higher than the relevance of the base rate information. Ginossar & Trope (1987, Exp.6) have demonstrated similar effects when the information was presented to the subjects as generated by a card game (see also Nisbett et al., 1983 for chance framing of the information).

Other changes in the instruction also affect the use of base rate information. Ginossar & Trope (1987, Exp. 5) replaced “a panel of psychologists” who “have interviewed and administered personality tests to . . .” with either “a student who interviewed the target person in one of the first meetings of a course on interviewing” or “a palm reader who examined the target person’s palm.” In these conditions the subjects used the base rate information in a Bayesian fashion. Schwarz et al. (1991) also varied the presentation format of the task. They manipulated the presentation of the problem in a procedure similar to the one used by Zukier & Pepitone (1984). In the latter study (Exp. 1), half of the subjects were instructed to take a clinical stance and half scientific. These different orientations affected the use of base rates. The “clinical psychologists” relied more on individual information than on the base rates whereas the “scientists” used the base rate information. Schwarz et al. (1991) presented the problem as solved either by psychologists or by statisticians, changing the reference to experts in the last part of the instruction: “The same task has been performed by a panel of experts who were highly accurate in assigning probabilities to the various descriptions.” As predicted, the “statistics” problem enhanced the use of the base rate information.

Another drawback of the original study (Kahneman & Tversky, 1973) is related to the way of presentation of the information. Base rate information was presented as a between-subjects factor, whereas the individual information as a within-subject factor (but see Kahneman & Tversky, 1996 for the use of these experimental designs), i.e. each subject was presented with five different personal descriptions and the same base rate information. This procedure implies greater relevance of the individual information as a judgment cue. Schwarz, Strack, Hilton & Naderer (1991, Exp.2) used the same procedure but varied the base rates and held constant the individual information. Not surprisingly in those conditions, the subjects’ judgments were affected by the base rate information. Fischhoff, Slovic & Lichtenstein (1979, Exp. 1) demonstrated the same effect for the cab problem and one additional “factory quality control” problem with the same formal structure (see also Birnbaum & Mellers, 1983).

Ginossar & Trope (1980) demonstrated use of base rate information even in a between-subjects design. Their subjects rated probabilities for only one
personality description. The use of base rate increased as the diagnocity of individuating information decreased (see also Beyth-Marom & Fischhoff, 1983, Exp. 5). Gigerenzer (1991a), reanalyzing the studies on base rate use in the engineer/lawyer problem, has shown that the base rate use depends on the number and order of informative and uninformative descriptions presented to each subject. If the uninformative description is only one or comes first, people use the base rates. If it comes later, especially among several informative descriptions, people neglect the base rates.

Krosnick, Li & Lehman (1990) varied the order of presentation of the base rate and the individual information. Across several experiments, they have demonstrated that when the base rate is presented after the individual information it affects the subjects’ judgments. These authors have interpreted their findings in terms of the perceived relevance of the information. The second piece of information is perceived as more relevant and correspondingly is assigned greater weight in the subsequent judgment (cf. the given-new contract, Clark & Haviland, 1977). This effect disappears when subjects are told that the order of information is arbitrary (Krosnick et al., 1990, Exp. 4). Using a somewhat different procedure, Ginossar & Trope (1987, Exp. 2) increased the salience of the base rates and correspondingly its use. They presented the task information in a list format, i.e. every sentence was presented on a separate line. As predicted this presentation enhanced the use of base rates.

All these studies demonstrate that people are quite perceptive to minor changes in the presentation of the information. It seems that the written information is assessed quite precisely for its intended relevance. As Birnbaum points out “it may be that interest in mathematical puzzles is not highly diagnostic of being an engineer or lawyer, but the report of interest in mathematical puzzles may be highly diagnostic of a rare engineer in a population consisting mostly of lawyers.” (1983, p. 92, italics in the original).

Bar-Hillel (1980) has suggested that the base rate fallacy should be entirely explained in terms of the perceived relevance of the information to the judgment. This is her recipe for constructing a task in which the base rate fallacy is not observed: present the base rate information as referring to a set smaller than the overall population to which the individual item refers (e.g. married couples as opposed to the whole population), but of which the judged case is a member (e.g. husband), i.e. make the information more specific, or make the base rate information causally linked to the judged outcome in the absence of such a link on behalf of the individual information (e.g. a facility is operated by two identical motors but with a different history of breakdown – 85% Vs 15%, there is a breakdown and both motors are tested by a mechanical device which identifies the faulty motor four times out of five, problem 8).

As in the case of the Wason selection task, the base rate fallacy turns out not to be a “real” fallacy on closer inspection. Assessed against alternative probabilistic models, the subjects’ performance was perfectly rational. Even in a Bayesian
framework, when the necessary assumptions were preserved, the performance was optimal. Moreover, in tasks related to familiar environments, people’s performance was almost identical with the Bayesian predictions. When the conversational factors operating in the experimental situation were controlled, the base rate fallacy largely disappeared.

IMPLICATIONS FOR HUMAN REASONING STUDIES: RELATING THE CRITERIA

Two criteria for evaluation of studies on reasoning have been outlined. First, human performance is always assessed against a certain normative model and therefore any claim about fallacies or biases in human judgment rests on the presumptions of the only validity of the particular model used and its correct application. Hence, any “error-bias” approach has to justify its choice and use of a normative model. Second, in any experimental situation there are tacit assumptions which govern everyday conversation. As a result, many of the alleged biases reflect lack of control of the conversational factors. These criteria were applied to two tasks from the fields of deductive and inductive reasoning. In both cases, the original claims for biases have been demonstrated to be largely unsupported when the original studies were reanalyzed in view of alternative normative models, as well as the conditions of application of the original model of assessment, and relevance considerations. In a weaker sense, the two criteria of evaluation may be considered as constraints on interpretations of experiments allegedly demonstrating biases in human reasoning.

The relevance and normative analyses were converging in the case of the base rate fallacy. When the normatively appropriate base rates are specified, human performance is a good approximation of the Bayesian model. In the case of the Wason selection task, Oaksford & Chater (1995a) have argued that their information gain theory provides a quantitative measure of relevance in the task. They have demonstrated that the Sperber, Cara & Girotto (1995) data fit their model. In both cases, the normative models are compatible with the relevance explanation.

At the same time, the two criteria proposed in the present paper imply somewhat different types of explanations. In its empirical part, the first criterion is related to the application of normative models. These types of “statistical” explanations tend to be grounded in adaptive or evolutionary arguments (e.g. Anderson, 1990; Cosmides, 1989; Cosmides & Tooby, 1996; Gigerenzer & Hoffrage, 1995). On the other hand, the second criterion is related to the implicit conversational rules in the experimental situation. How do the relevance and the evolutionary explanations fit together?

Indeed, at some general level it would be difficult to distinguish the two explanations, at least for some representatives of the two trends. Compare the cognitive principle of relevance of relevance theory, also called the first principle
of relevance, and the general principle of rationality of the rational analysis perspective. The former is “Human cognition tends to be geared to the maximization of relevance” (Sperber & Wilson, 1995, p. 260), whereas the latter is “The cognitive system operates at all times to optimize the adaptation of the behaviour of the organism” (Anderson, 1990, p. 28). At first sight, the principles may appear different. However, as was noted above the relevance in relevance theory is defined as a trade-off of cognitive effects and processing efforts. Furthermore, the cognitive principle of relevance, as the general principle of rationality, is grounded in evolutionary considerations (Sperber & Wilson, 1995, pp. 260–263). At this general level, the guiding principles are almost identical. Does it follow that the implied explanations function at different levels of analysis or they are simply different “notational” variants of one underlying principle?

Even if the two principles are identical, the implied explanations at the algorithmic level of human understanding and performance in reasoning tasks are different. For instance, the normative account could fare well without the help of the conversational model and vice versa. In the former, the key notions are that the applicability conditions of the normative model proper should be preserved (e.g. Gigerenzer et al., 1988; Ginossar & Trope, 1987; Kruglanski & Ajzen, 1983; Kruglanski et al., 1984) and that the task information should be presented in frequency formats (e.g. Cosmides & Tooby, 1996; Gigerenzer, 1991a; Gigerenzer & Hoffrage, 1995). In this case, people activate and apply statistics-like rules. In the conversational model, people “assess” the relevance of the information presented in the study and use it according to its degree of relevance. The latter may be influenced by simple wording of the task or of the instruction (e.g. Schwarz et al., 1991), the number of pieces of information and tasks, and many other “extra” logical socially contextual factors (e.g. Hilton, 1995; Schwarz, 1994, 1996).

There are at least two general possibilities how these types of explanations could be related. The first and theoretically uninteresting one is that they are reducible to one underlying explanation whether statistical or pragmatic. The second possibility is that people face two different types of constraints in the experimental situation related to the notions of normative and pragmatic relevance. In that case when the constraints are converging, we should observe good performance in terms of the normative model proper. When they are diverging, we should expect poor performance. This implies that people have intuitive notions of normative and conversational relevance.

One line of reasoning is to propose a two stage model in terms of pragmatic and normative demands of the task. For instance, Evans (1984, 1989) has proposed a two stage model of human reasoning. The first stage consists of heuristics processes which select information for the second stage. The latter consists of content specific analytic processes which generate inferences. The model is plausible, but it still considers the first stage, selection of items of information as a process largely guided by biases. Hilton (1995) has also proposed
a two stage model of judgments in experimental tasks. In the first stage of his model, the subjects interpret the information in a rational way using a criterion of consistency with higher order assumptions about conversation and attributions about the speaker. In the second stage, the subjects apply normative inferential rules to the representations formed. Sperber, Cara & Girotto (1995) also implicitly endorse a two stage model: “Relevance Theory focuses on the psychological processes that guide the selection of information relevant to inferential processes” (p.39). In short, the selection of the information in the first stage is guided by relevance considerations, whereas the computation stage, i.e. the judgment proper, is guided by probability considerations. This is also consistent with a suggestion made by Oaksford & Chater that “pragmatics affects reasoning via its impact on people’s subjective probabilities” (1995, p. 102, note 1).

The two stage model notion has a certain heuristic value, but it still requires validation of these two types of constraints. From the present analysis, we can speculate for a Bayesian inductive model of human reasoning. However, the rational analysis does not commit one to a definite view of what is going on in the head (Anderson, 1990). In an earlier article, Oaksford & Chater (1992) even argued that the notion of Bayesian analysis in the head is not plausible because the Bayesian computation would be intractable. The way out of this impasse is to look at the Bayesian analysis as a computational-level theory (cf. Marr, 1982; see also Oaksford & Chater, 1995b), and to try to locate the specific algorithms achieving the same computational goal (e.g. Gigerenzer & Hoffrage, 1995). Indeed, Chater (personal communication, 12/96) points out that a more plausible version of inference processes would describe heuristics approximating Bayesian standards.

However, the implementing algorithms may be described in two different ways related to the statistical and relevance explanations. For instance, in the experiment of Gigerenzer et al. (1988, see above), subjects participated in a random sampling procedure and as a result their use of base rate information was enhanced. This experimental manipulation may be interpreted either as a condition which increases the relevance of the base rate or as a condition which activates the use of Bayes like rules. The same is true for the experiment of Schwarz et al. (1991, see above), the replacement of experts descriptions with computer random sampling of descriptions may be interpreted either as undermining the intentionality of the information or as activating statistical like rules. In other words, the pragmatic explanation states that what happens is that different experimental manipulations increase the relevance of a specific piece of information and people use it. On the other hand, the normative explanation states that the manipulations activate statistical procedures. Which account is more descriptively correct is an empirical question.

In a similar vein, in deontic versions of the Wason task, the effect of the adopted perspective may either increase the relevance of certain cards (e.g. Liberman & Klar, 1996; Sperber et al., 1995) or activate domain specific knowledge (e.g. Cosmides, 1989; Gigerenzer & Hug, 1992). This consideration...
is also valid for base rate studies which manipulate the perspective of the subjects (e.g. Ginossar & Trope, 1987; Zukier & Pepitone, 1984).

If we assume two types of normative and pragmatic constraints present in the experimental situation, their degree of influence on the subjects' judgments would be contingent upon the nature of the problem. Consider again the tasks used for assessment of the use of base rate information. Generally, there are three types of widely used problems: the engineer/lawyer problem, the cab problem, and the medical diagnosis problem. In the former the likelihood ratio is not specified, i.e. the diagnosticy of the individuating information (that is why need for two groups with base rates as a between-subjects factor). In such problems it is plausible to assume that subjects will heavily rely on pragmatic cues, such as "a panel of psychologists," "expert evaluation," etc. In the other situations, the mathematical information is provided and the task is to find some solution combining the presented numbers.

This type of task, of course, does not exclude effects of the perceived relevance of the mathematical information on the performance. In one of the studies of Bar-Hillel (1979, Exp. 3), subjects were presented with information about the populations of two cities, i.e. 1,000,000 and 50,000, and the respective sample size of two polls in these two cities, 1000. They were asked which results would be trusted more. The subjects apparently based their answers on the ratio of the sample size to the population, but in situations where the population size is either infinite or much larger than the sample size (sampling with replacement) the normative appropriate solution is to use only the absolute sample size (but see Cohen, 1982). However, the mere inclusion of the population size information makes it relevant unless subjects are explicitly told that not all information is normatively appropriate. In these “relevance” circumstances, it seems a reasonable thing to compute the ratio of the two pieces of information. Other “biases”, such as the conjunction fallacy, could be almost entirely explained in terms of pragmatic effects of the framing of the task (e.g. Fiedler, 1988; Dulany & Hilton, 1991).

It seems that a fruitful perspective for future research would be to explore the relations between the statistical type and the relevance type explanations. The error-biases tradition has produced a large body of research and has inspired a lot of new and exciting ideas. As a result, we are at the level of more elaborated, and ironically more rational, processing models (Gigerenzer, 1996). Still, much remains to be done.
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NOTES

1 Certain deviations of the judgments from the inferential statistical model were observed, i.e. intuitive inferences were more conservative than normative, but they were not interpreted as biases. Moreover, the results demonstrated that subjects’ performance was more optimal in conditions of greater task complexity.

2 One may argue that even in memory and perception research, as well as in the case of descriptive statistics, the accuracy notion implies a normative model. In memory, for instance, before the invention of writing and literacy (Ong, 1967) the notion of accuracy would have been quite different from the contemporary notion. However, the use of accuracy measures in the mentioned fields is not controversial, i.e. there is a general consensus and no need for supporting assumptions about the normative models used.

3 Cohen’s argument has been harshly criticized (see the accompanying comments of his paper, 1981, and for a recent critical review Stein, 1996, Chapter 5). For instance, Kahneman (1981) has objected that the concern with normative models confuses what is with what should be, or the descriptive and the normative sides of the judgments. However, his heuristics are explicable entirely in terms of Bayesian statistics. Without a normative probabilistic model the heuristics are not deviations, i.e. error prone strategies. On the other hand even the heuristics could be described in terms of the Bayesian model. For instance, the representativeness heuristics is the exclusive reliance on the likelihood ratio or re-description of it (see Gigerenzer & Murray, 1987, pp. 152–156). Further, the use only of the likelihood ratio could be described as a kind of Fisherian analysis (see Gigerenzer & Hoffrage, 1995).

4 It is ironic that Tversky & Kahneman (1974) used a similar visual analogy and were guided by reasoning about the adaptive value of the heuristics. However, the main emphasis in their and related research in social cognition has been on the systematic errors people make in their judgments implying the irrationality of the latter. There is nothing wrong with research focused on errors in the sense of Funder (1987) as far as they are viewed in the context of descriptive accuracy of the experimenter’s model. A deviation from a normative theory may imply not that human reasoning is flawed but that the normative theory is an inappropriate computational-level theory (Oaksford & Chater, 1995b; see also Kyburg, 1983). Besides, a substantial part of the errors could be described as rational (e.g. see Ben-Zeev, 1995, 1996 for mathematical reasoning).

5 The term ‘normative model’ refers to models derived from statistical theory in the case of inductive reasoning and from logical theory in the case of deductive reasoning, models which are used as a standard against which lay reasoning is assessed, and not to physical models of reality. For an account of scientific reasoning in terms of use of iconic analogical models based on familiar phenomena and classification of these different types of models see Harré (1970).

6 There is an apparent contradiction between the adaptive rationality notions and the insistence on the use of normative models in the text. Cherniak (1986), for instance, cites the literature on heuristics as supporting his conception of minimal rational agent which is based on the critique of the plausibility and even applicability of the traditional doctrine of ideal rational agent in philosophy. However, the normative models are
indispensable tools in research on reasoning. The availability of constraints on human reasoning does not mean that the normative models are inappropriate for assessment of human performance, but it means that the constraints should be added as parameters in the models. On the other hand, at the level of the question what counts as rationality, the present argument is consistent with Cherniak’s ideas.

The use of the term ‘representation’ is not intended to imply an affiliation to the traditional AI symbolic approach as opposed to connectionist networks which do not use representations (cf. Rumelhart & McClelland, 1986). The idea simply stated is that different kinds of information may enter into the computation depending on the interpretation of the task. To put it another way, the form of the premises may be changed. This does not mean that people necessarily form an explicit representation of the premises.

It should be noted that Kahneman & Tversky (1982) have explicitly recognized the possible role of conversational factors in the empirical studies on judgment: “We conclude that the conversational aspect of judgment studies deserves more careful consideration than it has received in past research, our own included” (p. 135, reprinted also in Kahneman, Slovic & Tversky, 1982, p. 504).

In a recent article, which I read after having completed the present paper, Koehler (1996) makes an excellent survey of the research on the so called base rate fallacy and draws conclusions similar to the conclusions drawn in the present paper. His analysis is entirely consistent with the analysis under the heading of criterion 1 in the present article.

Basically, in studies on base rate use the subjects’ answers are compared with the solution derived from Bayes’ theorem. The latter is a rule for combining old and new information or for revision of one’s beliefs in view of new evidence. Stated in terms of hypothesis testing, the theorem specifies how a hypothesis should be revised in the light of new data. The formula is the following: \( P(H/D) = \frac{P(H) \times P(D/H)}{P(D)} \), where \( P(H/D) \) is the probability of the hypothesis given the data, \( P(H) \) is the prior probability of the hypothesis, \( P(D/H) \) is the probability of the data given the hypothesis, and \( P(D) \) is the probability of the data.

Wells & Harvey (1978) have pointed out that Kahneman & Tversky (1973) found significant effects for base rate information and that the question should be to what extent people use base rates. Besides, they have revealed certain inadequacies in the data analysis of Kahneman & Tversky. For instance, Kahneman & Tversky used median and means comparison between the two base rates conditions over all 5 target cases. Given the individual differences between the subjects and the differences between the target cases, this analysis is not completely representative for the base rate use. Furthermore, averaging is a linear mathematical transformation whereas the Bayesian model predicts a curvilinear relation between the two base rate conditions. Wells & Harvey did a replication of the original study for three of the target cases and used a more fine-grained method of data analysis. Bayes’ rule allows for a prediction what a person who estimated a target case should predict in the other base rate condition for the same target. In their study, they computed these scores and compared their means for each target case with the observed means. Wells & Harvey demonstrated significant effects for base rate information.

Recent critics of Cohen (see Koehler, 1996 and the accompanying comments by Kyburg; Levi; McKenzie & Soll) have pointed out that the problem of specification of the normatively relevant base rate is far from resolved. Indeed, the use of more and more specific base rates may lead to less statistical reliability because of the small sample size. Meehl’s (1954) proposal of dealing with this problem is to use the smallest reference class which can generate stable frequencies. Koehler (1996) suggests that the use of different base rates is an empirical matter.
Alexander Todorov

13 Despite this explanation, Bar-Hillel still treats the base rate effect as fallacy. Barr-Hillel, like Evans (1984), views the perceived relevance of information as a kind of heuristic, and hence, as a hindrance for appropriate use of normatively pertinent information.

14 It should be noted that according to Sperber & Wilson (1995) inferences are performed by a deductive device, but see Oaksford & Chater (1991) for the computational intractability of this version.
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